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Abstract

We investigate existence, stability, and instability of anchored rotating spiral waves in a model for

geometric curve evolution. We find existence in a parameter regime limiting on a purely eikonal

curve evolution. We study stability and instability both theoretically in this limiting regime and

numerically, finding both oscillatory, at first convective instability, and saddle-node bifurcations.

Our results in particular shed light on the instability of spiral waves in reaction-diffusion systems

caused by an instability of wave trains against transverse modulations.

1 Introduction

Spiral waves are fascinating self-organized structures that arise in a plethora of settings ranging from

microscopic slime mold aggregation patterns [28] to arrhythmias in cardiac tissue [19] and to shapes of

galaxies [5]. Beyond their fascinating shape and their occurrence in many different areas, spirals are

intriguing and relevant due to their robustness and their impact on collective behavior as pacemakers.

Once formed, spiral waves are often very difficult to destroy, a point of concern in cardiac arrhythmias

[1]. This observed strong robustness and stability is unfortunately not reflected in mathematical re-

sults on existence and stability, which are rare and often incomplete. Existence has been understood in

oscillatory media, with a gauge symmetry [2, 4, 3, 9, 13, 14, 16] and more generally near Hopf bifurca-

tions [26], in excitable media with some caveats (see [6] and references therein), near non-Ising-Bloch

instabilities [15], in phase oscillators [11, 21], and in geometric models (see [20] and references therein).

Stability results are rare with practically no complete results available in the setting of an unbounded

domain. Some asymptotic results on spectral stability are derived in [14], and the comparison structure

of curvature evolution was exploited in [20] to give a linear and nonlinear stability result. Conceptual

results on existence, robustness, the relation between unbounded and large bounded domains, as well as

properties of the linearization in unbounded and large bounded domains together with lists of possible

instabilities were presented in [25].

From the perspective of the work in [25], we are interested here in the effect of transverse instabilities.

Wave trains emitted by the spiral resemble concentric circles, or even planar waves for large distances

from the core. The spectrum of the linearization at a spiral is therefore decomposed into the essential

spectrum, induced and completely determined by spectral properties of those planar wave trains, and

the point spectrum, induced by instabilities originating at a finite distance from the spiral core. Trans-

verse instabilities are induced by instabilities related to the essential spectrum, caused by modulations

of the planar wave trains in the direction perpendicular to the direction of propagation. Curiously,

however, modulations in this transverse direction at an infinite distance from the center of rotation

rotate with infinite frequency, so that this “essential spectrum” is in fact invisible, located at ˘i8. In

other, more technical terms, linearizing at spiral waves in a corotating frame yields a linearized operator
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that generates a strongly continuous semigroup. In case of a transverse instability, the spectrum of

the generator can have a non-positive real part, yet the semigroup can grow exponentially, that is, the

spectral mapping theorem fails; see [10] for background and [25, Lem. 3.27] for a precise statement. The

results here explore precisely this curious situation and identify clusters of eigenvalues that actually

precede the crossing of the essential spectrum at ˘i8, reminiscent of the crossing of eigenvalues near

edges of the absolute spectrum identified in [24].

The present work presents results on existence, stability, and instability, in a geometric setting gen-

eralizing the work in [20], so that both stability and instability are possible. In particular, we prove

the existence of both stable and unstable spiral waves in annuli with inner and outer radii Ri and Ro,

respectively, that is, for curves evolving inside Ω “ tRi ă r ă Rou Ă R2 and attached to the boundary

BΩ, both for Ro large and Ro “ 8. Our setting is a reduced model where the spiral wave field is

reduced to a sharp interfacial curve that evolves according to intrinsic geometric quantities while being

anchored with suitable boundary conditions at the boundary BΩ. More explicitly, we postulate that a

curve evolves with a normal velocity that is given through a function cpκ, κssq, where κ is the (signed)

curvature of the planar curve and κss is its second derivative with respect to arclength. Of course, one

could also include higher derivatives in s or even nonlocal operators. We however specifically focus on

c “ V ` D2κ ´ D4κss. (1.1)

We orient the curve originating at the inner boundary outward, choose a right normal, and define a

signed curvature using unit tangent T psq and normal V psq as functions of arclength via κ “ xN, 9T y;

see Figure 1.

We then specifically focus on the regime where

(i) Ri " 1, V,D2, D4 “ Op1q; and (ii) D4 ą 0 is fixed, D2 changes sign.

The first condition (i) simply represents a large core, compared to the other quantities V,D2, D4 in

the geometric evolution. Some simple scaling shows that this condition is equivalent to Ri “ Op1q,

D2 “ Opεq, D4 “ Opε3q. From this perspective, in the limiting case D2 “ D4 “ 0, an explicit spiral-

wave solution is known and our analysis can be thought of as the rather singular perturbation of this

Ri

1
|κ|

N⃗

T⃗ Ri

Ro

ω
N⃗

T⃗

Figure 1: Setup for geometric curve evolution according to (1.1): shown are unit tangent with a parameterization pointing

away from the core anchoring point, the rightward oriented normal, the curvature via inscribed circle of radius 1{|κ| (left).

Note that κ ă 0 in this picture, so that the normal speed is less than V when D2 ą 0, effectively shortening and

smoothing the curve. Inner and outer boundaries (right) need to be equipped with boundary conditions such as contact

angles. Note that κ ą 0 near the outer boundary leading to acceleration in this regime when D2 ą 0. Curves converge

toward archimedean spirals rotating rigidly with angular frequency ω.
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limiting solution by curvature terms D2 and D4. The second restriction is motivated by the effect of D2

on a planar interface: small perturbations of planar interfaces with D2 ą 0 decay in a diffuse fashion,

corresponding to the interpretation of D2κ as a curve-shortening or line-tension effect. Negative line

tension, D2 ă 0 then naturally leads to a backward diffusion equation which induces instabilities at

all length scales, dampened only at very small scales by the regularizing term D4; see again Figure 1.

The anchoring condition naturally leads to a curling-up of the curve, which as a result converges to a

rigidly rotating, (almost) Archimedean spiral so that the long-time dynamics are well described by the

existence, stability, and instability of such rotating solutions; see Figure 2.

Our main results can be stated informally as follows.

Result 1. Fix V ą 0, D4 ą 0, and D2. Then for “compatible boundary conditions” at r “ Ri and all

Ri " 1 sufficiently large, there exists a rigidly rotating spiral wave solution with frequency

ω “
V

sinpϑiq
R´1

i ` OpR´2
i q,

ϑ

V

Ri

ϑ

V

Ri

ϑ

V

Ri

Figure 2: Schematic of the early stages of the evolution of a straight anchored curve into an Archimedean spiral; boundary

condition here is a contact angle ϑ “ π{3 (top and bottom). This schematic is corroborated in direct numerical simulations

with V “ D2 “ 1, D4 “ 0 (bottom).
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where ϑi is the contact angle between the curve and the inner circle as shown in Figure 2. We refer to

Section 4 for a precise characterization of compatible boundary conditions but note here that this is

an open class of two conditions on angle, curvature, and arclength derivative of curvature.

Result 2. Fix V,D4 ą 0, and Ri " 1, and “compatible boundary conditions” at r “ Ri as in the first

result. Then for D2 ą 0, the linearization at the spiral wave does not possess unstable eigenvalues.

On the other hand, when D2 decreases past Dcrit
2 pRi, D4, V q ă 0, the spiral wave undergoes a Hopf

bifurcation with an eigenfunction that grows super-exponentially as r Ñ 8.

For both results, we also interpret implications for large bounded domains, when 1 ! Ro ă 8.

Outline. The remainder of this paper is organized as follows. We derive explicit nonlinear, degenerate

parabolic evolution equations for curves γ given as graphs in polar coordinates φ “ Φpt, rq and ODE

boundary-value problems for rigidly rotating spirals that solve BtΦ “ ω in Section 2. We then introduce

astutely rescaled radial variables to transform the fourth-order differential equation for spiral waves into

a first-order ODE that is singularly perturbed in the sense of Fenichel’s geometric singular perturbation

theory in Section 3 and construct solutions as described in Result 1. In the following, Section 4, we

mimic this construction for the eigenvalue problem. We present numerical results both from direct

simulation and from numerical continuation in Section 5 and conclude with a discussion in Section 6.

Acknowledgment. The authors gratefully acknowledge support through grant NSF-DMS-2205663.

Additionally, this material is based upon work supported by the National Science Foundation Graduate

Research Fellowship Program under Grant No. 2237827. Any opinions, findings, and conclusions or

recommendations expressed in this material are those of the authors and do not necessarily reflect the

views of the National Science Foundation.

2 Curve evolution in polar coordinates

We derive the equations for the evolution of a curve given in polar coordinates pr, φq through φ “ Φpt, rq.

The calculations here extend the calculations in [20] where we considered the caseD4 “ 0. For reference,

we refer to Figure 1.

In the Cartesian plane, the time-dependent parameterized curve is in the form

Γptq “ tγpt, rq|r ě Riu Ă R2, γpt, rq “

˜

r cospΦpr, tqq

r sinpΦpr, tqq

¸

,

with unit tangent and right normal

T “
1

M

˜

cosΦ ´ rΦr sinΦ

sinΦ ´ rΦr cosΦ

¸

, N “
1

M

˜

sinΦ ´ rΦr cosΦ

´ cosΦ ` rΦr sinΦ

¸

, M :“
Bs

Br
“

a

1 ` r2Φ2
r ,

where M is a metric factor induced by the radial (instead of arclength) parameterization. In order

to derive the evolution equation, we compute normal velocity, curvature, and arclength derivatives of
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curvature,

c “ xγt, Ny “ ´
rΦt

M
,

κ “

B

dT

ds
,N

F

“ ´
rΦrr ` r2Φ3

r ` 2Φr

M3
,

κss “
Br

Bs

B

Br

„

Br

Bs

Bκ

Br

ȷ

“
1

M

B

Br

„

1

M

Bκ

Br

ȷ

“ ´
1

M9

ˆ

r5ΦrrrrΦ
4
r ` r5Φ6

rΦrr ` 15r5Φ2
rΦ

3
rr ´ 10r5ΦrrrΦ

3
rΦrr

` 3r4Φ7
r ´ 6r4ΦrrrΦ

4
r ` 21r4Φ3

rΦ
2
rr ´ 3r3Φ3

rr ` 2r3ΦrrrrΦ
2
r

` 19r3Φ4
rΦrr ´ 10r3ΦrrrΦrΦrr ` 17r2Φ5

r ´ 2r2ΦrrrΦ
2
r

´ 33r2ΦrΦ
2
rr ` rΦrrrr ` 4Φrrr ´ 4Φ3

r ´ 36rΦ2
rΦrr

˙

. (2.1)

Substituting these expression into the governing (1.1), we find a fourth-order nonlinear parabolic equa-

tion for Φ,

Φt “ ´Φrrrr
D4

M4
` Φrrr

D4

M8

ˆ

6r3Φ4
r ` Φrr

`

10r4Φ3
r ` 10r2Φr

˘

` 2rΦ2
r ´

4

r

˙

` Φ3
rr

D4

M8

`

´15r4Φ2
r ` 3r2

˘

` Φ2
rr

D4

M8

`

´21r3Φ3
r ` 33rΦr

˘

` Φrr
D4

M8

`

´r4Φ6
r ´ 19r2Φ4

r ` 36Φ2
r

˘

` Φrr
D2

M2

´ Φ7
r

3D4r
3

M8
´ Φ5

r

17D4r

M8
` Φ3

r

`

D2M
6r2 ` 4D4

˘

M8r
` Φr

2D2

M2r
´

MV

r
.

(2.2)

For well-posedness on a finite annulus Ri ă r ă Ro, we supplement (2.2) with boundary conditions

specifying fixed contact angles ϑi{o at Ri{o and vanishing curvature

RiΦrpRi, tq “ cotϑi , RoΦrpRo, tq “ cotϑo ,

κpRi, tq “ 0 , κpRo, tq “ 0 ,
(2.3)

where κ is expressed in terms of Ri{o and derivatives of Φ as in (2.1). We refer to the end of Section 3

for a discussion of the more general class of boundary conditions allowed in our analysis.

We are particularly interested in rigidly rotating spiral waves, which are of the form Φpr, tq “ ϕprq ´ωt

for some constant rotation frequency ω ą 0. The equation for ϕ then becomes a fourth-order non-

autonomous ordinary differential equation, involving only derivatives of ϕ, which yields, with variables

ℓj “ dj

drj
ϕ, and writing

`

1 “ d
dr

˘

,

ϕ1 “ ℓ1 ,

ℓ1
1 “ ℓ2 ,

ℓ1
2 “ ℓ3 ,

ℓ1
3 “ F pr, ℓ1, ℓ2, ℓ3q , (2.4)
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where

F pr, ℓ1, ℓ2, ℓ3q “
1

D4r

ˆ

M4rω ´ VM5 ` M2D2

`

rℓ2 ` r2ℓ31 ` 2ℓ1
˘

˙

´
1

rM4

ˆ

r5ℓ61ℓ2 ` 15r5ℓ21ℓ
3
2 ´ 10r5ℓ3ℓ

3
1ℓ2 ` 3r4ℓ71 ´ 6r4ℓ3ℓ

4
1

` 21r4ℓ31ℓ
2
2 ´ 3r3ℓ32 ` 19r3ℓ41ℓ2 ´ 10r3ℓ3ℓ1ℓ2 ` 17r2ℓ51

´ 2r2ℓ3ℓ
2
1 ´ 33r2ℓ1ℓ

2
2 ` 4ℓ3 ´ 4ℓ31 ´ 36rℓ21ℓ2

˙

,

(2.5)

and Mpr, ℓ1q “
a

1 ` r2ℓ21.

Note that Φpt, rq and ϕprq do not appear in the right-hand sides of (2.2) and (2.4), a simple con-

sequence of rotational invariance of the anchored curve problem. We may thus consider (2.4) as a

non-autonomous equation for pℓ1, ℓ2, ℓ3q, only. Boundary conditions translate into

Riℓ1pRiq “ cotpϑiq , Roℓ1pRoq “ cotpϑoq ,

κpRiq “ 0 , κpRoq “ 0 ,
(2.6)

with

κprq “ ´
rℓ2prq ` r2ℓ1prq3 ` 2ℓ1prq

p1 ` r2ℓ1prq2q
3{2

.

We conclude with the simple eikonal limiting case D2 “ D4 “ 0, when (2.2) for rigidly rotating spirals

simply becomes ω “ MV {r, which translates into

1

r2
` ℓ21 “

ω2

V 2
. (2.7)

Integrating ϕ1prq “ ℓ1prq, we find the eikonal solutions

ϕprq “ ˘

«

c

r2ω2

V 2
´ 1 ´ arctan

c

r2ω2

V 2
´ 1

ff

, (2.8)

unique up to a translation in ϕ. The boundary condition then selects the frequency. For instance,

setting ϕ1pRq “ 0 gives ω “ V {R and

ϕprq “ ˘

«

c

´ r

R

¯2
´ 1 ´ arctan

c

´ r

R

¯2
´ 1

ff

; (2.9)

compare Figure 3 for numerical evidence. Expanding at r “ 8 gives

ϕprq “ ˘

ˆ

1

R
r ´

π

2
`

R

2
r´1 ` O

`

r´3
˘

˙

, (2.10)

and the leading-order term demonstrates that the solution is indeed an asymptotically Archimedean

spiral, with distance 2πR between consecutive arms, that is, a spatial wavenumber k “ 1{R “ ω{V .

Inspecting the solutions, only the increasing solution in (2.9), corresponding to the positive sign, yields

an outward rotating Archimedean spiral of interest here. We also note in passing that the asymptotics

lack the typical logarithmic correction present in expansions that include D2 or for spiral waves in

reaction-diffusion systems; see for instance [20, Prop. 3.2] and [25, (3.7)].
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Figure 3: Results of direct simulations of (2.2) and (2.3), with D2 “ D4 “ 0 and varying V “ 1, 5, 10 (top to bottom)

and Ri “ 1, 5, 10 (left to right). The measured frequencies confirm the relation ω “ V {R.

3 The eikonal limit as a geometric singular perturbation theorem

In this section, we turn to the analysis of the existence problem for rigidly rotating spirals (2.4) in the

regime where Ri “ 1{ε " 1. Our goal here is to cast this perturbation problem in the framework of

Fenichel’s geometric singular perturbation [12] theory, that is, to find variables and time scalings so

that in a singular limit ε “ 0, the system of equations possesses a manifold of equilibria.

In order to include the limit r Ñ 8 in our analysis, we introduce the compactified inverse radius

1{r “: α as an independent variable, following [20, 27], writing

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

u “ ℓ1 ,

u1 “ ℓ2 ,

u2 “ ℓ3 ,

α “ 1{r ,

M̃ “ αM “
?
α2 ` u2 ,

ùñ

$

’

’

’

’

’

&

’

’

’

’

’

%

du
dr “ u1 ,
du1
dr “ u2 ,
du2
dr “ F̃ pα, u, u1, u2q ,
dα
dr “ ´α2 ,

(3.1)
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where

F̃ pα, u, u1, u2q “
M̃4

α4D4

ˆ

ω ´ V M̃ ` M̃´2D2

`

u1α
2 ` u3α ` 2uα3

˘

´ α4D4M̃
´8

´

u6u1 ` 15u2u31 ´ 10u2u
3u1 ` 3αu7 ´ 6αu2u

4

` 21αu3u21 ´ 3α2u31 ` 19α2u4u1 ´ 10α2u2uu1 ` 17α3u5

´ 2α3u2u
2 ´ 33α3uu21 ` 4u2α

5 ´ 4u3α5 ´ 36α4u2u1

¯

˙

.

Note that F̃ is singular at α “ 0 due to the factor α´4. We remedy this by a rescaling of time, and

associated weighting of derivatives,

$

’

’

’

’

’

&

’

’

’

’

’

%

v :“ u ,

v1 :“ α4{3u1 ,

v2 :“ α8{3u2 ,

τ :“ 3
7r

7{3 ,

ùñ

$

’

’

’

’

’

&

’

’

’

’

’

%

dv
dτ “ v1 ,
dv1
dτ “ v2 ´ 4

3α
7{3v1 ,

dv2
dτ “ G̃pv, v1, v2, αq ´ 8

3α
7{3v2 ,

dα
dτ “ ´α10{3 ,

(3.2)

where

G̃pα, v, v1, v2q “
M̃4

D4

ˆ

ω ´ V M̃ ` M̃´2D2

´

v1α
2{3 ` v3α ` 2vα3

¯

´ D4M̃
´8

´

15v2v31 ´ 10v3v1v2 ´ 3α2v31 ´ 10α2vv1v2 ´ 6α7{3v4v2

` 21α7{3v3v21 ` α8{3v1v
6 ´ 2α13{3v2v2 ´ 33α13{3vv21 ` 19α14{3v4v1

` 17α5v5 ´ 4α5v3 ` 3α5v7 ` 4α19{3v2 ´ 36α20{3v2v1

¯

˙

.

We remark at this point that the somewhat odd exponents indicate relevant time scales: we will find

behavior in v that is exponential in τ , indicating super-exponential growth and decay, for instance in

boundary layers, in the original equation with rates eηr
7{3

for some η.

Our last step scales the size of the core region to Op1q, through r̂ “ εr, α̂ “ ε´1 α. The contact angle

ϑi enforces rv “ rΦr „ cotϑi “ Op1q, so that w “ ε´1v is of order 1 near the boundary. Together, we

scale and append a trivial equation for the rescaled frequency parameter Ω,

$

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

%

w “ ε´1 v ,

w1 “ ε´7{3 v1 ,

w2 “ ε´11{3 v2 ,

α̂ “ ε´1 α ,

T “ ε4{3τ ,

Ω “ ω{ε ,

M “ M̃{ε ,

ùñ

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

dw
dT “ w1 ,
dw1
dT “ w2 ´ 4

3εα̂
7{3w1 ,

dw2
dT “ G ´ 8

3εα̂
7{3w2 ,

dα̂
dT “ ´εα̂10{3 ,
dΩ
dT “ 0 ,

(3.3)
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where

Gpα̂, w, w1, w2q “
M4

D4
pΩ ´ VMq `

M2D2

D4

´

w1α̂
2{3 ` εw3α̂ ` 2εwα̂3

¯

´
1

M4

´

15w2w3
1 ´ 10w3w1w2 ´ 3α̂2w3

1 ´ 10α̂2ww1w2

´ 6εα̂7{3w4w2 ` 21εα̂7{3w3w2
1 ´ 2εα̂13{3w2w2 ´ 33εα̂13{3ww2

1

` 4εα̂19{3w2 ` ε2α̂8{3w6w1 ` 19ε2α̂14{3w4w1 ´ 36ε2α̂20{3w2w1

` 17ε3α̂5w5 ´ 4ε3α̂5w3 ` 3ε3α̂5w7
¯

.

This is the final form that we were looking for which is regular in ε. Setting α̂ “ 0, we find the

equilibrium w1 “ w2 “ 0, w “ Ω{V , for all ε, which corresponds to an asymptotically Archmidean

shape. For ε “ 0, the system reads

w1 “ w1 ,

w1
1 “ w2 ,

w1
2 “

M4

D4
pΩ ´ VMq `

M2D2

D4
w1α̂

2{3 `
10ww1w2

M2
´

3w3
1

M4
p5w2 ` α̂2q ,

α̂1 “ 0 ,

Ω1 “ 0 .

(3.4)

The right-hand side vanishes when w1 “ w2 “ 0 and either M “ 0 or Ω “ VM. The case M “ 0

forces w “ α̂ “ 0, corresponding to the origin as an equilibrium of (3.4), not a point of interest here.

The case Ω “ VM gives

M2 “ w2 ` α̂2 !
“

ˆ

Ω

V

˙2

,

which yields a manifold of equilibria forming a quarter-circle in the positive quadrant of the w-α̂ plane.

Note that undoing the scaling introduces a factor ε2 and recovers the ODE

´ω

V

¯2
“ ϕ2

r `
1

r2
,

whose solution is identical to that of the D2 “ D4 “ 0 case briefly explored at the end of Section 2.

We have thus turned the singular perturbation problem of adding higher derivatives into a regular

perturbation problem in which the effects of higher derivatives induce a slow flow on a manifold of

equilibria.

The boundary conditions in the new scaled variables are two-dimensional manifolds Bi{o in the phase

space pw,w1, w2, α̂,Ωq P R5, given through

Bi “

!

pw,w1, w2, α̂,Ωq | α̂ “ α̂i, w “ α̂i cotpϑiq, w1 “ ε
´

α̂
1{3
i w3 ` 2α̂

7{3
i w

¯)

, (3.5)

Bo “

!

pw,w1, w2, α̂,Ωq | α̂ “ α̂o, w “ α̂o cotpϑoq, w1 “ ε
´

α̂1{3
o w3 ` 2α̂7{3

o w
¯)

. (3.6)

The differential equation (3.3) defines a dynamical system ΨT on the 5-dimensional phase space. Find-

ing rotating solutions in an annulus then amounts to finding values of T for which ΦT pBiq X Bo ‰ H.

For the problem with Ro “ 8, we are interested in solutions that converge to one of the equilibria

α̂ “ 0, w “ Ω{V,w1 “ w2 “ 0. As we shall verify below, these equilibria possess a three-dimensional
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Figure 4: The limiting frequency is determined by the speed along the boundary, which is determined by the fact that its

projection on the normal direction equals V (left). acute contact angles allow for monotone Φprq, whereas obtuse angles

induce turning points and high curvature through necessary boundary layers (right).

center-stable manifold W cs. Moreover, the equilibria are asymptotically stable within this (therefore

unique) manifold, when restricting to α̂ ě 0, for any ε ą 0. Spiral waves then correspond to intersections

W cs X Bi ‰ H.

Theorem 3.1. Fix V,D4 ą 0, D2 P R and consider the system (3.3) with boundary conditions (3.5)

and 0 ă ϑi ă π{2. Then, for all ε ą 0 sufficiently small, there exists Ω˚pεq and a solution W pT q “

pw,w1, w2, α̂,ΩqpT q with

W p0q P Bi, lim
TÑ8

W pT q “ pΩ˚pεq{V, 0, 0, 0,Ω˚pεqq.

Moreover, we have Ω˚p0q “ V α̂i cscpϑiq

Note that by undoing the scalings, this yields a solution in complements of sufficiently large disks of

radius Ri “ R̂i{ε, with frequency

ωpεq “ ε
V

R̂i sinϑi

` Opε2q.

The factor 1{ sinϑi is a simple geometric factor that stems from projecting the speed tangent to the

boundary onto the normal; see Figure 4. The condition ϑ ă π{2 allows for Φr ą 0 throughout, avoiding

a turnover of the curve and points of high curvature which potentially induce instability. It is not a

necessary condition when D4 “ 0, D2 ą 0. However, even in that case, ϑ ě π{2 induces nontrivial

boundary layers and stronger corrections Opε5{3q to the frequency; see Figure 4.

Proof. Consider the flow of (3.3) in the five-dimensional phase space X. We begin by considering

the dynamics in the singular case ε “ 0, then extend our findings where possible to the nonsingular

0 ă ε ! 1 case.

Accordingly, fix ε “ 0 and write wi “ α̂i cotpϑiq. Now choose Ω˚ ą 0 such that Ω2
˚ “ V 2pw2

i ` α̂2
i q.

The circle segment Σ0 Ď X given by the equation Ω2
˚ “ V 2pw2 ` α̂2q, w1 “ w2 “ 0, and the conditions

α̂ ě 0, w ě δ ą 0, forms a smooth manifold of equilibria (it in fact extends smoothly beyond the

positive quadrant); see Figure 5 (left). We claim that this manifold Σ0 is normally hyperbolic in

the sense of Fenichel, that is, the linearization at any equilibrium on Σ0 possesses precisely 2 zero

eigenvalues, associated with the parameter Ω and the tangent vector to Σ0. Therefore, we compute the

Jacobian of (3.4) at the point p
a

Ω2
˚{V 2 ´ α̂2, 0, 0, α̂,Ω˚q,

¨

˚

˚

˚

˚

˚

˚

˚

˝

0 1 0 0 0

0 0 1 0 0

´
Ω3

˚

D4V 2

c

Ω2
˚

V 2
´ α̂2

α̂2{3D2Ω
2
˚

D4V 2
0 ´

α̂Ω3
˚

D4V 2

Ω4
˚

D4V 4

0 0 0 0 0

0 0 0 0 0

˛

‹

‹

‹

‹

‹

‹

‹

‚

. (3.7)
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Figure 5: Flows of (3.3) in R4 for fixed Ω with ε “ 0 (left) and ε Á 0 (right). The vertical hyperplanes α “ const are

invariant in the left panel and the quarter circle consists entirely of equilibria with 2d strong unstable and 1d strong stable

manifolds. In the right figure, the manifold of equilibria is a center manifold with slow drift towards decreasing α̂. Strong

stable and unstable manifolds continue as invariant foliations for ε Á 0. Also shown in magenta are sample trajectories

off the slow manifold.The boundary condition is a line inside fixed α̂ “ 1{R̂i.

The characteristic polynomial possesses a double root at the origin and three other roots, found as

solutions to

0 “ z3 ´ V 14α̂2{3Ω2
˚D2D

7
4z ` V 22Ω3

˚D
11
4

c

Ω2
˚

V 2
´ α̂2 . (3.8)

We now show that exactly one of these roots has a negative real part and all roots are off the imaginary

axis. According to Vieta’s formulas, the quadratic coefficient of a cubic polynomial is the sum of its

roots and the constant term is the opposite of the product of the roots. Since D4 ą 0, the constant

term is always positive, so we have either 1 or 3 roots with negative real part. Since the quadratic

coefficient is zero, the real parts of the roots sum to zero, so there exists precisely one negative real

root which we denote by zs. The eigenvector associated with zs is

es :“
´

1 zs z2s 0 0
¯T

.

This shows that each point p
a

Ω2
˚{V 2 ´ α̂2, 0, 0, α̂,Ω˚q P Σ0 possesses a two-dimensional center-manifold

W c
0,α̂, a one-dimensional strong stable W s

0,α̂, and a two-dimensional strong unstable manifold W u
0,α̂. We

define the center-stable manifold of the system to be the union of the strong stable manifolds through

all points,

W cs
0 :“

ď

α̂Pr0,Ω˚{V s

ď

Ω„Ω˚

pW c
0,α̂ Y W s

0,α̂q .

Clearly, W cs
0 is 3-dimensional, with tangent space at Σ0 given by the sum of the eigenspace associated

11



with the eigenvalue zs, and the center eigenspace, spanned by

eα̂ :“

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

´α̂

0

0
c

Ω2
˚

V 2
´ α̂2

0

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

, eΩ :“

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

Ω˚

V 2

0

0

0
c

Ω2
˚

V 2
´ α̂2

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

.

The manifold Bi defined by the boundary conditions (3.5) is a plane on which w, w1, α are constant

and w2, Ω are free. The plane contains the point W˚ :“ pw˚, 0, 0, α̂˚, 0q, hence does intersect W cs
0 . Its

tangent space is spanned by the vectors

b1 :“
´

0 0 1 0 0
¯T

, b2 :“
´

0 0 0 0 1
¯T

. (3.9)

We claim that the intersection of the two-dimensional manifold of boundary conditions and the three-

dimensional center-stable manifold is transverse. Equivalently, we need to show that the matrix
´

b1 b2 es eα̂ eΩ

¯

, whose columns span the tangent spaces ofW cs
0 and Bi, given explicitly through

T “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

0 0 1 ´α̂
Ω˚

V 2

0 0 zs 0 0

1 0 z2s 0 0

0 0 0

c

Ω2
˚

V 2
´ α̂2 0

0 1 0 0

c

Ω2
˚

V 2
´ α̂2

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

has full rank, which in turn follows readily from computing the determinant as detpT q “ ´T23T44T15 ‰

0.

Fenichel’s geometric singular perturbation theory [12] implies that the manifold W cs
0 depends smoothly

on ε as a smooth manifold, where smooth here refers to the class Ck for any fixed finite k. Since the

boundary conditions also depend smoothly on ε, the transverse intersection W cs
0 X Bi persists and the

locally unique intersection point depends smoothly on ε. Since W cs, again according to [12] is smoothly

fibered by strong stable foliations over W c
0 , trajectories follow the flow in W c

0 , which simply preserves

the parameter Ω and decreases α̂ Ñ 0 so that all solutions in W cs
0 converge to the equilibrium W˚.

The last result of this section is concerned with finite annuli, mimicking Theorem 3.2.

Theorem 3.2. Fix V,D4 ą 0, D2 P R and consider the system (3.3) with boundary conditions (3.5)

and (3.6), and 0 ă ϑi ă π{2. Assume a compatible outer contact angle

Ro sinpϑoq “ Ri sinpϑiq. (3.10)

Then, for all ε ą 0 sufficiently small, there exists Ω˚pεq and a solution W pT q “ pw,w1, w2, α̂,ΩqpT q

with

W p0q P Bi, W pT q P Bo.

Moreover, we have Ω˚p0q “ V α̂i cscpϑiq.

12



Proof. We first choose Ω˚ as in the proof of Theorem 3.1. We then invoke the Exchange Lemma

[18, 17, 7] to show that Φ´T pBoq converges exponentially to W cs
0 . For this, we first note that Bo XΣ0 Q

pwo, 0, 0, α̂o,Ω˚q, due to (3.10). We then claim that the intersection of Bo and W cu
0 X tΩ “ Ω˚u is

transverse. With this, it follows that
Ť

T ΦT pBoq X tα̂ “ α̂iu is exponentially e´δ{ε-close to W cs
0 X tα̂ “

α̂iu and existence of spiral waves follows as in Theorem 3.1. It remains to check transversality. Basis

vectors for the tangent space of Bo are b1 and b2 from (3.9). The basis for the unstable eigenspace is

spanned by vectors

e1{2 :“
´

1 zs1{2 zs
2
1{2 0 0

¯T
.

where zs1{2 are the unstable roots of (3.8), assuming those are different for now. We can then proceed

as in the proof of Theorem 3.1 and form the matrix of basis vectors to the boundary and the unstable

manifold,
´

b1 b2 e1 e21 eα̂

¯

,

T “

¨

˚

˚

˚

˚

˚

˚

˚

˝

0 0 1 1 ´α̂

0 0 zs1 zs2 0

1 0 zs
2
1 zs

2
2 0

0 0 0 0

c

Ω2
˚

V 2
´ α̂2

0 1 0 0 0

˛

‹

‹

‹

‹

‹

‹

‹

‚

,

and readily find that T is invertible, thus showing transversality and concluding the proof. In case

of a repeated eigenvalue zs1 a basis of the unstable eigenspace is p1, zs1, zs
2
1, 0, 0q and p0, 1, 2zs1, 0, 0q.

Substituting this into T again gives an invertible matrix and thus existence.

Remark 3.3. We note that in the proof, transversality and normal hyperbolicity fail at w˚ “ 0,

precluding us from allowing a contact angle ϑ “ π{2. This case was analyzed in the situation D2 ą

0, D4 “ 0 in [20] by identifying the dynamics at the non-normally hyperbolic point as a slow passage

through a saddle-node. Our situation here is significantly complicated in comparison to [20] since in

addition to the zero eigenvalue associated with the saddle-node, we simultaneously encounter a crossing

of purely imaginary eigenvalues.

Remark 3.4. From the proof, it is clear that boundary conditions should intersect W cs
0 transversely.

If the intersection occurs in a point on W c
0 , the solution closely follows the trajectory on W c

0 , which is

simply the solution discussed at the end of Section 2 for the case D2 “ D4 “ 0. Intersections away from

W c
0 induce exponentially localized boundary layers near r “ Ri. Understanding the possible existence

or even stability of such boundary layers is beyond the scope of this work.

On the other hand, our arguments are robust, so small changes to boundary conditions will not affect

the result. Also, boundary conditions that prescribe κs instead of κ lead to similar results, replacing b1

by b1 “ p0, 1, 0, 0, 0q and again detpT q ‰ 0.

We also note that the value and in particular the sign of D2 are irrelevant to both Theorem 3.1 and

3.2. We did see in numerical experiments that the sign of D2 does affect the existence of boundary

layers, that is, it can induce bifurcations when boundary conditions are not close to “compatible”.

More dramatically, we will see in the next section that negative values of D2 do induce instabilities and

thereby bifurcations, albeit of an oscillatory nature, which is invisible in the ODE for rigidly rotating

solutions.
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4 Eigenvalues of the linearization at spiral waves near the eikonal

limit

In this section, we analyze the effect of negative D2 on the stability of the solutions that we found

in Theorems 3.1 and 3.2. For ease of exposition, we first focus on the case of Theorem 3.2, when

the equation is strictly parabolic and the linearized operators are simply fourth-order elliptic differen-

tial operators in a bounded domain. Towards the end, we shall discuss the implications on stability

questions in an unbounded setting, Theorem 3.1. The key idea of our analysis is that, similar to the

existence problem, the equation for eigenfunctions has a slow-fast structure as it inherits the slowly

varying coefficients of the existence problem, given by the eikonal solution. The location of eigenvalues

in such singularly perturbed problems was analyzed to some extent in [8]. The main result there states

that eigenvalues accumulate, as ε Ñ 0, near locations of the absolute spectrum [22].

We start our analysis with a slightly modified formulation of the existence problem (2.2). The calcu-

lations here are completely analogous to Section 3. We set u :“ ϕr, and rewrite

ut “

„

´
D4urrr

p1 ` r2u2q2
`

D2ur
p1 ` r2u2q

´
V

r
p1 ` r2u2q1{2 ` . . .

ȷ

r

“: rmsr , (4.1)

where m “ ´M
r pV `D2κ´D4κssq, and we omitted most nonlinear terms. We first focus on equilibrium

solutions u, which solve, setting again α “ 1
r ,

ur “ v ,

vr “ w ,

wr “ ´α´4 pα2 ` uq2

D4
m ` α´2D2v

D4
pα2 ` uq ´ α´4 V

D4
pα2 ` uq5{2 ` . . . ,

mr “ 0 .

(4.2)

Note that the constant of integration m was referred to as ω, previously. Again, a first change of

variables removes the α´4 singularity, setting u “ u1, v “ α´4{3v1, w “ α´8{3w1, m “ m1, τ “ 3
7r

7{3,

such that dτ
dr “ α´4{3, to obtain

u1τ “ v1 ,

v1τ “ w1 ,

w1τ “
pα2 ` u21q2

D4
m1 ` α2{3D2v1

D4
pα2 ` u21q ´

V

D4
pα2 ` u21q5{2 ` . . . ,

m1τ “ 0 ,

ατ “ ´α10{3 .

(4.3)

Next, we linearize (4.1) at this equilibrium and look for solutions ueλt. Still displaying only sample

terms, we find

ur “ v ,

vr “ w ,

wr “ ´α´4 pα2 ` u2q2

D4
m ` α´2D2

D4
pα2 ` u2qv ´ 5α´4 V

D4
pα2 ` u2q3{2uu ` . . . ,

mr “ λu .

(4.4)

14



Again removing the α´4 singularity, we implement the change of variables

u “ u1, v “ α´4{3v1, w “ α´8{3w1, m “ m1, u “ u1, v “ α´4{3v1, w “ α´8{3w1, m “ m1, τ “
3

7
r7{3,

obtaining

u1τ “ v1 ,

v1τ “ w1 ,

w1τ “ ´
pα2 ` u21q2

D4
m1 ` α2{3D2

D4
pα2 ` u21qv1 ´ 5

V

D4
pα2 ` u21q3{2u1u1 ` ¨ ¨ ¨ ,

m1τ “ λα4{3u1 .

(4.5)

With this setup, we proceed to implement an ε-scaling with u1 “ εu2, v1 “ ε7{3v2, w1 “ ε11{3w2,m1 “

εm2, u1 “ εu2, v1 “ ε7{3v2, w1 “ ε11{3w2,m1 “ εm2, α “ εα2, λ “ ε4{3λ2, and σ such that Bτ “ ε4{3Bσ.

Substituting ε “ 0, we find the following system, now displaying all terms,

u2σ “ v2 ,

v2σ “ w2 ,

w2σ “ Fu2 ` Gv2 ` Hw2 ` Km2 ,

m2σ “ λ2α2u2 ,

α2σ “ 0 ,

(4.6)

where

F :“
6D4u2p3α2

2 ´ 5u22qv32 ` 10D4pα4
2 ´ u42qv2w2 ´ 4m2u2pα2

2 ` u22q4 ´ 5V u2pα2
2 ` u22q9{2

D4pα2
2 ` u22q3

,

G :“
1

D4pα2
2 ` u22q3

pD2α
2{3
2 pα2

2 ` u22q4 ` 9D4pα4
2 ` 6α2

2u
2
2 ` 5u42qv22 ` 10D4u2pα2

2 ` u22q2w2q ,

H :“
10u2v2

pα2
2 ` u22q

,

K :“ ´
pα2

2 ` u22q2

D4
.

Writing the equation for the first four variables pu2, v2, w2,m2q, in matrix form, we find the matrix

Apλq “

¨

˚

˚

˚

˝

0 1 0 0

0 0 1 0

F G H K

λ2 0 0 0

˛

‹

‹

‹

‚

.

with nonnegative determinant λ2pα2
2 ` u22q2{D4. Furthermore, recall that equilibrium solutions u have

v2 “ w2 “ 0 and pα2
2 ` u22q “ pm2{V q2. The characteristic polynomial of Apλq then simplifies to

Ppzq “ z4 ´
D2D4α

2{3
2 m14

2

V 14
z2 `

9D2
4m

21
2

a

m2
2 ´ V 2α2

2

V 21
z `

λD3
4m

28
2

V 28
. (4.7)
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Key here is that the expression only depends on α2 and the constantm2 “ Ω˚ “ ω{ε, and α2σ “ ´εα
10{3
2

varies slowly for 0 ă ε ! 1.

As a result, we have an equation of the form

Wσ “ Apεσ;λqW,

equipped with “clamped” boundary conditions that force the first two components to vanish. Such

boundary conditions are always transverse to stable and unstable eigenspaces to A due to the higher-

order nature of the equation. The results in [8] demonstrate that eigenvalues then accumulate at

locations of the absolute spectrum of Apσ̃;λq. In fact, transversality of the boundary subspaces implies

that eigenvalues only accumulate at such locations. The absolute spectrum, in turn, is given by values

of λ and σ̃ where eigenvalues of Apσ̃;λq cannot be separated evenly by real part, that is, there does

not exist a splitting of eigenvalues ν1,2,3,4 (repeated by multiplicity) of the form

Re ν1,2 ă Re ν3,4.

For fixed σ̃, the values of λ where this splitting fails come in algebraic curves which terminate at points

double roots ν2 “ ν3, say. In order to determine the most unstable point of the absolute spectrum, we

assume that it is given by such a double root. These double roots can in fact be located explicitly. For

this, consider P and set z “ ik, with k possibly complex,

λ “ ´
kV 7

D3
4m

28
2

ˆ

k3V 21 ` kV 7D2D4α
2{3
2 m14

2 ` 9iD2
4m

21
2

b

m2
2 ´ V 2α2

2

˙

. (4.8)

Rather than searching for double roots k directly in this equation, we notice that the equation matches

the form of the dispersion relation to

At “ aArrrr ` bpα2qArr ` cpα2qAr, (4.9)

with

a “ ´
V 28

D3
4m

28
2

, b “
V 14D2α

2{3
2

D2
4m

14
2

, c “ ´
9V 7

a

m2
2 ´ V 2α2

2

D4m7
2

. (4.10)

Note that a, c ă 0, and that b ă 0 follows from D2 ă 0. This fourth-order diffusion equation and its

instabilities have been analyzed in the context of front invasion problems in [29]. In this context, one

finds double roots as endpoints of the absolute spectrum cross the imaginary axis and hence induce an

instability when |c| ă clin, where clin is the linear spreading speed to the equation without advection,

At “ aArrrr ` bpα2qArr. The spreading speed of instabilities in equations of this form is given through

the solution of the complex equation

dλ

dk

∣∣∣∣
k˚

“
Impλpk˚qq

Impk˚q
, (4.11)

where λ “ ipak4 ` bk2q. Since the right-hand side in (4.11) is real, we have

Im

ˆ

dλ

dk

∣∣∣∣
k˚

˙

“ 0 . (4.12)
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We now solve for k˚. Setting k˚ “ x ` iy, (4.12) gives x “ 0 or x “

b

b`6ay2

2a . The case x “ 0, implies

that y “ 0 or y “

b

´ b
3a , the latter of which breaks down when D2 ă 0, as y P R, and is thus irrelevant

for us. Next, set x “

b

b`6ay2

2a . We substitute into (4.11) to obtain the following set of solutions to k˚,

x “ ˘

d

bp3 `
?
7q

8a
, y “ ˘

c

b

24a
p
?
7 ´ 1q . (4.13)

Choosing the negative root for y, we obtain that the spreading speed is

clin :“
Impλpk˚qq

Impk˚q
“

bp5 `
?
7q

9

d

bp1 `
?
7q

a
. (4.14)

Equating this with the term cpα2q yields

p5 `
?
7qV 7D2α2

9D2
4m

7
2

b

´D2D4p1 `
?
7q “ ´

9V 7
a

m2
2 ´ V 2α2

2

D4m7
2

,

and, after some elementary algebra

α2,crit “
81m2D4

b

812D2
4V

2 ´ 6D3
2D4p17 ` 7

?
7q

, m2 “ Ω˚. (4.15)

Substituting the leading-order expansion Ω˚ “ V {pRi sinpϑiqq, we find that Ri,crit “ 1{αi,crit ą Ri

precisely when

D2 ă D2,crit “ ´
3

c

81

4
p7

?
7 ´ 17qD4V 2 cot2pθiq ď 0. (4.16)

Clearly, D2,crit “ 0 when ϑi “ π{2, reflecting the absence of transport at the boundary when the

filament is perpendicular to the boundary. More generally, for unstable D2 ă D2,crit, we find a region

near the core where the system is absolutely unstable. This reflects the observation that the increased

curvature of the spiral near the core increases the pointwise growth rate of perturbations by reducing

the speed of outward transport. The relation (4.16) has some immediate monotonicity properties

triggering eventually instabilities for fixed D2 ă 0, as:

(i) Ω˚ is decreased, by for instance choosing a more obtuse (increased) contact angle effects a decrease

in |D2,crit|;

(ii) V is decreased, which also decreases Ω˚ linearly in V ;

(iii) D4 is decreased.

Our results concern the point spectrum, only. The convective nature of the instability together with the

possibility of singularity formation suggests that even in the absence of the unstable point spectrum,

the linearly stable spirals are difficult to observe due to the unstable pseudospectrum and exponentially

small basin boundaries; see for instance [23] for an analysis in a simple model problem.

In the case of an unbounded domain, we suspect that the point spectrum induced by the instability

at finite α2 is still present. Instability at larger radii is convective and perturbations appear to lead to
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Figure 6: Equilibrium solution curves from direct simulations (top row) on a domain with Ri “ 1, Ri “ 2, ϑi “ ϑo “ π{2,

with V “ 1, D2 “ 0.1ε, D4 “ ε3, for values of ε “ 0.1, 0.03, 0.01, 0.003 with measured values of Ω converging linearly in

ε to the eikonal limit Ω “ 1. Computed profiles (blue) compared with the predicted, eikonal spiral profile (pink). Also

shown is the graph of ϕr (bottom row) with discrepancies to the eikonal reference most dominant near the boundaries

due to boundary layers at the critical contact angle; see also [21].

singularities at sufficiently large distances from the core. We emphasize however that the growth rate

of the instability decreases as r Ñ 8 due to the factor α in the unstable coefficient bpα2q in (4.9). More

directly, at r “ 8, α2 “ 0, the linearization has b “ 0 and is therefore (marginally) stable, regardless

of the sign of D2. In other words, investigating the essential spectrum by studying the linearization at

r “ 8, only, misses the instability caused by negative surface tension, D2 ă 0, completely, reflecting

the observation in [25] that spectral mapping theorems do not hold for transverse instabilities of spirals.

In the next section, we show some numerical results corroborating and illustrating our predictions in

Section 3 and Section 4.

5 Numerical analysis and morphology of instabilities

We describe numerical simulations that corroborate our asymptotics, exhibit morphology of instabil-

ities, and point to several open questions. We discretized (2.2) using a second-order finite-difference

approximation based on centered second-order stencils for the spatial derivatives, and a semi-implicit

Euler time-stepping. Grid sizes are usually dr “ 0.05, scaled to reflect the size of D4. Typical time

steps are dt “ 10´3 due to the strong nonlinearities.

We first confirmed convergence to the eikonal solution when Ri is large, or, equivalently, D2, D4 ! V “

Op1q; see Figure 6. We did see the predicted linear convergence in ε of profiles and frequencies.
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Figure 7: An initial Gaussian perturbation is advected to the outer boundary. Both time series are for Ri “ 50, Ro “ 75,

ϑi “ π{2 ´ 0.1, D4 “ V “ 1, so that D2,crit „ ´0.67 according to (4.16). For D2 “ ´0.5 (top) the perturbation passes

through the boundary and reaches equilibrium. Closer to instability, D2 “ ´0.6 (bottom), the perturbation exhibits

faster growth while it is advected and blows up once it reaches the boundary.

We measured frequencies in direct simulations but also compared with frequencies determined using

a Newton-method for the time-stepping scheme with phase condition
ş

ϕ “ 0 and Lagrange multiplier

ω. We compared with multiple shooting methods for the ODE (3.1). While more straightforward to

implement, are quite ill-behaved for small ε due to the superexponential growth of perturbations to

the initial value, despite the use of high-precision arithmetic.

We also studied the transition to instability numerically. In these simulations, we used compatible

boundary conditions with vanishing curvature and with contact angles ϑi “ π{2´10´3 and ϑo according

to (3.10). Instabilities always involve strong transport toward the boundary, which is convective at

first, that is, the maximum value of the perturbation grows exponentially as it is advected to the

outer boundary where it eventually dies out. Past the transition to absolute instability, perturbations

also grow pointwise. Figure 7 displays the transition from the eventual decay of perturbations to the

eventual development of a singularity, as D2 ă 0 is decreased. We are plotting the second derivative

Φrt to measure the relaxation of Φt while also eliminating the spatially constant rotation Φt “ ω. The

instability appears to set in slightly before the threshold D2,crit. This may be due to Opεq-corrections,

due to the subcritical nature of the instability with basins of attraction exponentially small in the

radius [23], or even due to the presence of boundary modes.

Both stability and the formation of a singularity near the outer boundary are also shown in Figure 8

for the actual spiral profile. Stability is seen through both diffusive decay and advection towards the

boundary; instability as the formation of a corner on the outer boundary of the solution, ϕ. Time
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Figure 8: Top: Evolution of eikonal solution (red) with small Gaussian perturbation (blue) for parameters V “ 1, D2 “

1, D4 “ 1, Ri “ 50, Ro “ 150 (note only part of the domain is shown), which is firmly in the stable regime. The

perturbation is advected towards and through the outer boundary while also diffusing. Middle and bottom row: Evolution

of a perturbed eikonal solution with D2 “ ´0.5 (top) and D2 “ ´0.6 (bottom) is shown in a thin annulus r P p50, 55q,

illustrating profiles during convective stability and absolute instability, respectively, with blowup near the boundary in

the bottom right.

series near criticality show how the perturbation eventually blows up near the boundary. Choosing

a thin annulus, we avoided some of the difficulties with the subcritical nature of the instability and

the ensuing very small basins of attraction near criticality. Indeed, for both convective and absolute

instabilities, the maximum value of the perturbation grows exponentially as it is advected to the outer

boundary. Thus, if one wants to witness instability before a singularity develops, anywhere other than

at the outer boundary, a rather thin annulus is needed. Even then the growth is most prevalent on the

outer boundary.

We also demonstrate that the instability does indeed transition to absolute growth by plotting the

amplitude of the perturbation, summed in an inner core annulus, over time in Figure 9.
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Figure 9: We simulate (2.2) with initial condition chosen as exactly the eikonal solution and a small perturbation added

near the inner boundary; parameters as in Figure 8. The integral of ϕrt over the inner quarter of the simulated annulus

is plotted against time as a measure of the pointwise stability of the solution ϕ near the core. For D2 “ ´0.5, after some

initial fluctuation, the integral value settles near zero suggesting stability near the core. For D2 “ ´0.6 the same initial

condition exhibits growth near the core and blows up in simulation, suggesting instability near the core, thus corroborating

the theoretically predicted transition from convective to absolute instability.

We conclude this section noticing that for finite, not small, ε, one observes saddle-node bifurcations

rather than the oscillatory convective and absolute instabilities we analyzed here. Some numerical

observations of this saddle-node instability are shown in Figure 10. It would be interesting to understand

how the Hopf instabilities observed here transition into saddle-node bifurcations for finite ε.

6 Discussion and open problems

Summarizing, we established the existence of rigidly rotating spirals in a model for geometric curve

evolution by studying a singular perturbation from a somewhat explicit eikonal flow limit. Most

interestingly, our existence result is valid in regions where one expects the spiral to be unstable due

to a negative line tension term. We analyze this instability using again perturbation theory from

the singular eikonal limit, exhibiting an eigenvalue problem with slowly varying coefficients. As a

consequence, we find eigenvalue clusters destabilizing the spiral wave at a critical parameter value

where the instability changes from convective to absolute. The instability always originates near the

core. In this sense, it precedes a potential absolute instability at spatial infinity.

The results can somewhat formally be compared to the analysis in [24], where point spectrum clusters

in spiral spectra more generally were analyzed. The authors there found eigenvalues accumulating at

branch points of the dispersion relation of wave trains due to curvature effects. Since those branch

points mark pointwise growth rates of perturbations of the wave trains, one can interpret the results

there as determining whether curvature effects enhance or weaken pointwise growth. The case of

enhancing pointwise growth is analogous to the situation we encounter here. It would be interesting

to understand whether the possibility of curvature effects weakening pointwise growth can at all occur

in the type of geometric model we considered here, although pointwise growth at infinity is invisible in

the spectrum, due to a hypothetical branch point at ˘i8. Analyzing such accumulation of spectra in

a reaction-diffusion model, both theoretically and numerically may shed light on this question.

In a different direction, it would be interesting to, at least numerically, study boundary layers and

their instability. In fact, it is often difficult to determine whether in direct simulations perturbations
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Figure 10: Numerical secant continuation in a shooting method was used to follow rigidly rotating spiral waves in a finite

annular domain with parameters D4 “ V “ Ri “ 1, Ro “ 3, ϑi “ ϑo “ π{2, and with a starting value D2 “ 1. Insets

display the computed spiral at selected points.

blow up at the boundary, just because their amplitude is largest there, or because of an intrinsic

instability nested right at the boundary. The difficulty of boundary layers is of course also reflected

in the statement of our main results, which assumes “compatible” boundary conditions, excluding a

quite natural case of perpendicular contact angles. An analysis of this critical case and the associated

singular perturbation problem appears to pose some quite interesting challenges.
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